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O 
ur team is addressing collaborative design 

with older users. 20-22% of the U.S. popu-

lation will be over 65 by the year 2030, and 

their capabilities differ greatly from those of young-

er users. Age-related decline of both cognitive and 

physical ability has many implications for older 

generations’ technology use.1 Variations in cogni-

tive ability are often overlooked in user interface 

design, but are especially important to consider 

when it comes to teaching a user with diminished 

cognitive capability a new system. As people age, 

working memory declines. Seniors are often not 

digital natives, so navigating an interface that would 

be second nature to a younger user often results in 

an older user having to rely on their working memo-

ry to remember what certain icons and other visual 

shortcuts mean.2 In T.A. Hart et al.’s study, research-

ers found that information overload was common, 

especially in novice senior users. This overload 

is often a combination of too much information 

needing to be stored in working memory and a lack 

of ability to easily access basic information about 

completing tasks that a younger user would simply 

search for.3 Older people also tend to be less able 

to recover from user error, and are therefore over-

all more hesitant in interacting with an interface, 

spending a great amount of their interaction time 

simply considering where to go.4 

	 In creating an interface for older users, col-

laborative design is essential to success. In D. Haw-

thorn’s article “Interface design and engagement 

with older people”, researchers attempted to devel-

op a successful interactive tutorial for older people. 

Throughout their design process, the researchers 

found that inconsistencies between designers’ 

assumptions about the way users will interact with 

a system and the way that older users actually 

interact with a system were greater than expected, 

further driving in the point that stakeholder partici-

pation in this context is vitally important.5 

	 The need for collaboration in design 

reaches as far as the design process itself. In the 

above-referenced Hawthorn paper, researchers 

identified that older users have some difficulty 

interacting with low-fidelity prototypes, as many of 

the small design considerations that are often made 

later in the process are not included in a low-fidelity 

prototype.6 This was reflected in our second session 

with the user, who identified several issues with the 

low-fidelity prototype that she found confusing, 

but that were only extant because of the fact that 

she was interacting with a prototype and not a real 

system.

The system we created is a digital assistant in the 

form of a chatbot that users can query for help. 

When delivering assistance, the system highlights 

the relevant parts of the page to demonstrate to 

the user how to perform their task. This provides 

an easy-to-follow explanation of how to complete 

a task that is demonstrative, visual, and textual. 

The user does not have to leave the page they are 

working on in order to understand how to complete 

a task, and the solution is presented to them in a 

simple and understandable fashion. 

Tasks

For this tutorial system, the three primary tasks we 

addressed with our high-fidelity prototype were: 

1.     Figure out the system capabilities;

On opening a web application, user can get an 

overview of the system and understand its ca-

pabilities if they choose to watch a quick walk-

through. This task can be crucial in determining 

if the users want to use the system.
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2.     Ask how to create a new Google Document;

The user would need to be able to ask and re-

ceive specific answers to her questions through 

interaction with the chatbot.  A sequence of 

highlights will also be shown on the page as a 

tutorial.

3.     Learn how to perform document operations;

Users can learn to perform detailed operations 

on one page. We focused on operations such 

as: print, save, and download. The participant 

expressed she would like to know how to work 

with a document, because autosave is a con-

cept that the user may not understand, espe-

cially in the context of Google Drive.

Interface Revisions

In the second session with the user, we tested two 

prototypes. One was a left-sidebar chat design (Design 

One), and one was a pop-out chat design (Design Two). 

Design One tested well with the user, garnering an 

overall approval rating of 7/10, while Design Two had an 

overall rating of 4/10. These designs were both used as 

a jumping-off point to collaborate with the user to create 

a third interface, which was the design that carried our 

team forward into our final high-fidelity prototype. De-

signs One and Two can be seen in Appendix A. Design 

Three sketches can be seen in Appendix B.

The Design One prototype was able to, via chat, walk 

the user through one task. It also included the option 

for a walkthrough once the user had completed a task. 

During the Design One session, there was a critical inci-

dent (rated as a three) in which the user could not find 

the sidebar to begin with. This was despite the fact that 

the proctor showed the participant what the real Google 

Drive looked like prior to performing the test, and did a 

quick user walkthrough of the system, most notably the 

sidebar functionality itself. Despite this, the user strug-

gled to find the sidebar when it was their turn. However, 

once the participant became used to using the side-

bar they enjoyed it, “I was just confused--before--but 

I like this now… I can collapse it whenever I want…”  The 

second critical incident (rated as a two) was how fast the 

mock version ran. In the prototype, the GIF which sim-

ulates a chat was a little too fast for the user to follow. 

Although this did not directly affect our final prototype, it 

was important to take note that the user was not thrilled 

with the speed of the system, and felt that they did not 

have full control over how the system runs.

The user appreciated a lot of the aspects of Design Two, 

but gave the system and overall rating of 4/10. This 

was due to three critical issues that were found. Issue 

one (rated as a three on the severity scale) was that 

the user did not understand the dropdown options that 

were given, making it very difficult for the user to begin 

to use the system. She asserted, “I would probably just 

select open, since I don’t know what the options mean…” 

The second issue (rated a one) was the rollover of the 

“function” option. The user did not understand what this 

meant in the context of Google Drive, and she found 

the rollover “irritating.” Once the options were explained 

more in depth to the participant she conceded that 

the function was useful, but stated that she was more 

concerned with performing actual tasks, and that she 

could understand whatever the rollover would have to 

teach her just by using Google Drive. The last critical in-

cident, rated as a 3, was the way everything was placed 

on the screen. The participant felt that the chat window 

being on the right and the instructions on the left were 

confusing, stating that, “it’s really jarring that I am going 

back and forth…” This prototype did have its good points: 

namely, the participant liked that the explanation never 

left the screen, the overlay on the system, and the size 

of the typeface. However, it was too difficult for the par-

ticipant to feel like they could keep track of everything 

that was happening. 

	 The team decided to go with a third design 

option that we worked with the participant to design 

(see sketch at right). The participant wanted to keep the 

sidebar idea, but was very adamant that the sidebar be a 

color that gave the user the impression that it should be 

clicked, and also have some sort of wording to pop out 
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the sidebar. The participant also introduced the idea of a 

button on the screen that would connect to the sidebar 

(and would pop it out when needed). The participant 

was very concerned with the perception of the sidebar 

being clickable and felt that with the addition of the but-

ton, people would know how to access the tool better. 

Design Three also included a voice option, which the 

participant felt might be useful for some users, herself 

included, although she stated that she would still like 

to see the words in the chat. She also liked the idea of 

an overlay on the screen itself that would highlight a 

section, which was seen in Design Two.. The participant 

appreciated the separation of the background to the ac-

tion that the chat was telling her to perform. In addition, 

the participant talked about how she wanted the color 

to be bolder, and, if possible, to match the color of the 

action that needs to be performed in the chat itself. For 

example, on Google Drive, the button for anything new 

is blue, the participant wondered if we could incorpo-

rate that color into the directions of the chat so that it 

connected more. 

Prototype Overview
The KnowHow prototype is based on providing users 

with clear and concise answers to their questions. As 

older users usually prefer to talk to their friends and 

family to get brief and instructional answers, we de-

cided to incorporate the same. KnowHow is aimed to 

integrated in the web browser. Visually it is left aligned 

and occupies same height as the application. It contains 

chatbot interface that takes user input and guides user 

in performing tasks. The chatbot is not hard coded but 

is based on an intelligent agent. Our intelligent agent 

was named Alex as shown in fig 1. The intelligent agent 

is hybrid of rule based and machine learning. Due to 

the scope of creating a prototype, we did not train the 

agent using large dataset and take full advantage of the 

machine learning aspect. We defined rules in the intel-

ligent agent as shown in fig 2. Knowhow uses Natural 

Language Processing (NLP) in its chatbot interface so 

that they can ask questions in a natural, conversational 

way. What this means is that user can ask questions 

like “ how do I create a new doc”, or “how do I get this 

doc on my computer?” The first question refers to the 

task of creating a new Google Document. The second 

task refers to the task of downloading a file. For tasks 

involving user interaction, along with the chat response, 

a walkthrough is displayed using an array of screens 

with visual cues for easily learning  the interaction. So if 

the user wants to know how to download a document. 

We provide them a textual instruction in the chatbot 

window. In addition, we also highlight the buttons to be 

clicked on the application screens in the appropriate 

order. These highlights are shown using the technique 

of greying out the entire screen and only showing the 

button which is the current call-to-action on the screen. 

In case of downloading a document, the application 

screen will highlight “file” option in the menu. It will then 

show the next state after clicking file option which is the 

drop down menu. In the drop down menu, the “down-

load as” option will be visually highlighted. These high-

lights tell user the buttons that they need to click. As 

procedural learning is relatively easy with older adults, 

we show them a step-by-step visual procedure of how 

to get a particular task done. We also provided users 

with a video overview when they opened a new web ap-

plication. The video is not auto played and the user can 

play or skip them as per their need. The chat interface 

is displayed along with the web application screen to 

allow for easy access and referencing. We also placed 

a sidebar to clearly separate the chat interface. The 

chat interface was placed to the left of the application 

occupying the total height of the web browser as many 

web applications have chat interfaces in-built and these 

are placed to the right and we wanted to make our chat 

interface distinguishable.

Screenshots and diagrams of the creation process of the 

prototype are available in Appendix C.

Description of Technology Used
KKnowHow prototype comprised of two sections. The 

first was the chatbot interface on the left  and the sec-

ond was the actual application space on the right. The 
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chatbot interface was developed using Javascript client. 

An open source javascript client was used and custom-

ized to meet the needs of the prototype. The application 

section is developed in html/css and javascript. The 

entire system is hosted on a web server. We used the 

http protocol over localhost for our requirements. 

On the backend, the chatbot interface communicates 

with the Api.ai service. We created an intelligent agent 

called with the Api.ai service. We named our agent Alex. 

The api.ai provided us a access token for our intelligent 

agent.We gave rules to the AI agent and determined the 

possible text responses. Rules are created in api.ai using 

intents. Every intent has a corresponding text response, 

image response, JSON response and event associated 

with it. We also showed these image responses  as an 

array of image responses to make it easier for the user 

to understand the interaction on all screens. The images 

were hosted on the amazon S3 server to provide easy 

access and modularity. The JSON response was used 

to send video url in chat response. The video url could 

correspond to any video on youtube. We tried to keep 

the chatbot response separate from our front end view. 

Defining rules and responses was made modular and 

only required one to access the intelligent agent on Api.

ai service.

The chat interface also used a Text-To-Speech(tts) 

module to read out the responses from the AI agent. 

The tts had a female voice. The tts module was integrat-

ed in the javascript client for the Api.ai service. So the 

text responses sent by the intelligent agent are parsed 

from the JSON response message. These text messages 

are sent to the tts module which reads them out to the 

user. Through heuristic evaluation, we found the need of 

giving users the option to mute and unmute the spoken 

response. A simple switch button was provided to the 

users in the chatbot interface to mute and unmute the 

spoken response. 

The intelligent agent was helpful in creating a robust 

and user friendly help system by supporting machine 

learning and natural language processing. The agent 

also supported a variety of responses including text, 

images, events and custom JSON. The JSON response 

provides easy integration on the javascript client end. It 

also provides great deal of flexibility in send response 

data. 

However, we wished that the tool had an analytics com-

ponent. It would help us to understand user behavior 

and interactions. This would also help us in defining 

better rules for our intelligent agent. 

What Wasn’t Implemented

However, we did not implement the Speech recogni-

tion module to ask questions to the chatbot. We did not 

anticipate the value that speech recognition had for the 

user.

We also had limited set of functional questions that our 

AI agent understood. Since the model was aimed to be 

used on a prototype, we did not focus on being com-

prehensive in creating rules for AI agent. The process is 

however simple and can be easily extended to make the 

chatbot more knowledgeable

We only designed the Agent for Google Drive and Docs. 

We focused on understanding the chatbot interactions 

and user acceptance. Further steps include studying 

chatbot help for different kinds of web applications.
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Storyboard
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Evaluation
In the protocol we began by revisiting what we learned 

with the user in the last session. In that last session we 

learned:

The participant wanted the system to be based on 

her actions

The participant preferred the sidebar design

The user wanted to learn more about Google Drive, 

and specifically Google Docs. 

The user agreed with what we asked, and added that 

she also did not like the speed of the prior system. She 

found that very jarring and hard to understand. In addi-

tion she reminded us that she did not like the type-size 

of the prior versions, because they were very hard to 

see. 

Next, we had the user complete five tasks. Those tasks 

are: 

0) Explore and understand Google Drive

1) Create a Google Document

2) Edit a Google Document

3) Learn how saving works with a Google Document

4) Learn to download/print a Google Document

These tasks took the participant 8 minutes and 46 

seconds to complete. Afterward, we had an open-end-

ed discussion about how the participant felt about the 

system. Overall the user responded well to the proto-

type. She gave the prototype a 4 out of 5, which was a 

lot more positive than our lo-fi versions. The user had a 

little bit of trouble seeing where she needed to ask the 

system something, and hesitated a little bit when there 

was no “send” button for her to click after she had typed 

her question.The user had trouble when creating a new 

document as the submenu was confusing to the partic-

ipant, but she was able to retype her question and see 

the animation of what to do again. The other task that 

was confusing was printing the document. The proc-

tor had to reframe the question so that she would not 

perform the action she already knew how to do. There 

were no other issues with tasks and the user was able to 

complete those quickly. 

In the open-ended discussion the user was adamant 

that the system would fit her needs and even asked if 

it was available for the entire google suite. She had a 

couple of improvements she would like to see. Firstly, 

she would have loved to have been able to speak to 

the system as well, she enjoyed the voice portion (her 

idea from the last session), but she wished she could 

interact with it via her voice as well. She also felt that the 

“hey ask me something” portion should be more visible. 

Stating that, “maybe it could light up or something?” 

That was an issue, because she was not able to find that 

section of the design initially. In the positives, she felt 

that she could use this system, and was excited that we 

took her advice for the final design. She thought it was 

easy to use. She did give the system a rating of four out 

of five only because she really had wanted to use her 
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own voice when interacting with the system.

Session notes are available in Appendix D,

Design Process Reflection
There were a lot of things that we were surprised by, 

and excited about when the user gave us their opinion. 

One of the best design decisions, the addition of the 

voice, was incredible insight, and not something any of 

us had thought about before. We also added a name to 

the system once the user talked about how she always 

asks her daughter for help. We named the system Alex. 

However, looking at the entire design, the look and feel 

of it did not change under the user a lot. 

Participatory design does have some limitations. Specif-

ically, you are only working with one user, which means 

that your product might not be palatable to others, even 

though they are in the same user group. Also, when 

coming up with something like a chatbot as a solution, 

the participant could not understand how a chatbot 

worked. So we could not rely only on the ideation of the 

participant as they did not know the possibilities of the 

technologies as well as we do (just by the nature of our 

work.) This is where the solution has to come from the 

team’s experience and be applied to the user group. 

As for our evaluation, it might have made more sense 

to do paper prototypes for the low fidelity versions of 

the tool. However, the user was not familiar with goo-

gle drive so it would have been hard to test on paper 

to gauge the participants understanding of the system. 

For newer technologies, it might be worth it either test 

a more robust “dumbed down” version of the tool, or 

run a paper chatbot on something that the user al-

ready understands. As for approach, contextual design 

might have been better. That way we could have gotten 

detailed information from several participants, and 

then giving the system more buy-in from a wider array 

of actual users. Contextual design is especially useful 

when looking at the diversity within the age group we 

have chosen, it gives us the opportunity to work with 

more than one user, and begin to take into account the 

differences within this population. 

The most valuable methods we used were the initial 

user interview and the prototype testing. Those two por-

tions gave us a lot of insight into the environment that 

the user would be using the product in. In general, the 

least useful was testing the low fidelity prototype as the 

technology made this difficult. 
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Appendix A

Two typical pages of Design One; (left) a pop out window with 
clear answers to users’ questions; (right) a walkthrough for users 
to find more information

Screenshots of Designs One and Two

Two typical pages of Design Two; (left) the drop down menu 
designed for each button; (right) the animation is presented and  
unrelated content turns into grey
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Appendix B
Sketch of Design Three

Two typical pages of Design Two; (left) the drop down menu 
designed for each button; (right) the animation is presented and  
unrelated content turns into grey
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Appendix C

Code and Video 
Links

Figure 1: Creation of AI Agent on API.AI service

Process screenshots

Figure 3: Creating Rule for Downloading a Document Figure 4: KnowHow on main screen of Google drive

Figure 2: Creation of Rules for AI agent
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Appendix D
Session Protocol & Notes
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Appendix D
Session Protocol & Notes
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Appendix E
List of critical incidents identified for each prototype during evaluation

For the low-fidelity prototype:

Design One:

User could not find the sidebar

The lack of functionality was confusing

Speed of mock chat was confusing

Design Two:

User did not understand dropdown options

Functionality of rollover was confusing

Was confused when looking from the right side of the screen to the left

For high fidelity prototype:

The user wanted an explicit send button in the chatbot interface. She found it confusing as to how to proceed 

further after typing the question. She could not discover that pressing the “enter” key would do the purpose of a 

send button. 

The user also found the prompt text to be hardly visible which made it difficult to identify the textbox. 

The colors used in the chatbot interface needed to be very different from the colors used in the web application 

so that the user does not feel confused about the help system and can separate it from the actual web applica-

tion.

User particularly liked the speech response that the chatbot provided. She found it to be natural and more hu-

man-like. 
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Appendix F
Screenshots of High-Fidelity Prototype
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Appendix F
Screenshots of High-Fidelity Prototype



Creating Knowhow // Spring 2017       17

Appendix F
Screenshots of High-Fidelity Prototype
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Appendix G
Code and Video links

GitHub Code Link:

https://github.com/vinita-atre/KnowHow--ChatBot-for-learning-to-use-websites-prototype-/tree/master

Demo Video Link:

https://www.youtube.com/watch?v=Wxk4TugRfow&feature=youtu.be


